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We study in detail the behavior of the energy spectrum for the second harmonic generation (SHG) and 
a family of corresponding quasi-exactly solvable Schrödinger potentials labeled by a real parameter b. 
The eigenvalues of this system are obtained by the polynomial deformation of the Lie algebra sl(2, R)

representation space. We have found the bi-confluent Heun equation (BHE) corresponding to this system 
in a differential realization approach, by making use of the symmetries. By means of a b-transformation 
from this second-order equation to a Schrödinger one, we have found a family of quasi-exactly solvable 
potentials. For each invariant n-dimensional subspace of the second harmonic generation, there are 
either n potentials, each with one known solution, or one potential with n-known solutions. Well-known 
potentials like a sextic oscillator or that of a quantum dot appear among them.

© 2019 Elsevier B.V. All rights reserved.
1. Introduction

The second harmonic generation (SHG) is a nonlinear optical 
process in which photons with the frequency of ω interact with a 
nonlinear medium and generate photons with twice this frequency 
[1]. This process was firstly shown when a ruby laser beam passed 
through the crystal-line quartz and the final beam was twice in-
tense [2]. From classical point of view, the general solution of this 
system was obtained based on elliptic integrals [3]. The quantum 
mechanical treatment of this nonlinear optical process is made in 
Refs. [4–7]. Some authors have considered some non-classical fea-
tures for this Hamiltonian such as anti-bunching that happened for 
coherent light incident [8,9], squeezing [10,11], revival-collapse ef-
fect in mean photon number of the field modes [12,13], quantum 
correlation [14,15].

The dynamics of this Hamiltonian can be dealt with in differ-
ent ways. A semi-classical JWKB analysis is performed for a one 
dimensional Schrödinger equation and asymptotic formulas are ob-
tained when the input number of photons is large enough [16]. 
The asymptotic behavior of eigenvalues for large number of input 
photons and the equivalency between this nonlinear system and 
one-dimensional Schrödinger with a sextic polynomial potential 
are shown in Ref. [17]. The exact analytical expression for eigenval-
ues and eigenstates of this Hamiltonian has been obtained based 
on the unknown parameter λ [18].
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The other well-known approach which has been extensively ap-
plied in quantum optical system is the polynomial deformation of 
Lie algebras. These algebras were introduced for the first time by 
Higgs [19] and Sklyanin [20]. The motivation to apply this method 
is the existence of nonlinear symmetries in multi-photon Hamilto-
nian that can not be described by Lie algebras [21]. Furthermore, 
the general expression for energy spectra of some nonlinear quan-
tum model has been obtained by polynomial deformation of Lie 
algebra su(2) in [22]. In [23] the effective Hamiltonian for a non-
linear optical system is found in terms of diagonal operator of 
polynomial algebra in far-off resonant limit. The SHG system has 
been considered by the polynomial Lie algebra method in [24]
where the authors found an algorithm to achieve eigenvalues. But 
this algorithmic form could only be applied in some dimensions of 
a subspace of the system while they had to use the su(2) quasi-
classical approximation in other dimensions. These two methods 
displayed consistence for some parameters of model but the par-
tial distinctions between them require more enhancements in the 
approximation method.

The main objective of this paper is to show the general be-
havior of the energy spectrum for this system by an algebraic 
approach and to obtain other families of potentials in addition to 
the sextic potential for this nonlinear optical system within the 
differential realization approach. In particular we want to illustrate 
the role of symmetries.

The organization of this paper is as follows. In Section 2 we 
will use the polynomial deformation of Lie algebra sl(2, R) and 
its representations to obtain the characteristic equation. By means 
of a decomposition of the tridiagonal matrix corresponding to the 
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Hamiltonian, we can discuss the energy spectrum. We can see that 
unlike Ref. [16] in which the energy spectra is obtained in the 
form of convergent power series by a semi-classical approximation, 
our results can be expressed in an exact manner. In Section 3, the 
second order partial differential equation of the SHG Hamiltonian 
will be given through Bargmann-Fock variables and derive an or-
dinary differential equation, the bi-confluent Heun equation (BHE), 
by separation in a new set of variables. A further transformation 
which is characterized by a real label b enables us to pass the form 
of the BHE into a quasi-solvable Schrödinger equation. The result-
ing potentials will be parameterized by eigenvalues of the system 
E and by the transformation label b. Some examples are displayed 
in Section 4. Finally, we will outline the main conclusions at the 
end of the paper.

2. Algebraic approach

The Hamiltonian of the second harmonic generation system 
with perfect resonance takes the form (in units �),

H S HG = ωa+
1 a1 + 2ωa+

2 a2 + g(a2
1a+

2 + (a+
1 )2a2), (2.1)

where a+
1 (a1) and a+

2 (a2) are the creation (annihilation) opera-
tors of the input photons with the frequency ω and the output 
photon with frequency 2ω, respectively. The parameter g is the 
coupling constant multiplying a non-diagonal term that describes 
the interaction between the two coupled bosons. Therefore, the 
Hamiltonian (2.1) can be rewritten as

H S HG = H0 + g H I , (2.2)

showing two basic terms. The role of H0 is that of an initial non-
interacting Hamiltonian including both type of photons. A set of 
symmetries (only three of them are functionally independent) of 
H0 is

N1 = a+
1 a1, N2 = a+

2 a2, J+ = (
a+

1

) 2a2, J− = a2
1a+

2 . (2.3)

So, as a two-dimensional Hamiltonian, H0 is superintegrable and 
solvable [25]. The eigenspaces Wn of H0 with eigenvalue n are 
easy to characterize and all of them are finite dimensional (later 
we will deal with this point). On the other hand, the interaction 
term of H I is made of the symmetries J+ and J− of H0. This is 
a key point, since it implies that each eigenspace Wn of H0 will 
also be invariant under H I . This means that the problem of the 
diagonalization of the Hamiltonian H S HG can restrict to the family 
of the finite dimensional eigenspaces of H0.

Once we have introduced the interacting term, the total Hamil-
tonian H S HG has only one independent additional symmetry given 
by H0 = ω( N1 + 2N2). Therefore the initial system H0 was su-
perintegrable, while the total Hamiltonian H S HG becomes (only) 
completely integrable [25,26].

In this section, we will write the Hamiltonian in the terms of 
generators defined by

J+ = (
a+

1

) 2a2, J− = a2
1a+

2 , J0 = a+
1 a1 − a+

2 a2

3
,

N = a+
1 a1 + 2a+

2 a2 (2.4)

as follows:

H S HG = ω N + g( J+ + J−) (2.5)

The commutators of these generators take the following form

[ J+, J−] = 12 J 2
0 − N2

3
− N, [ J0, J±] = ± J±,

[N, J±] = [N, J0] = 0 (2.6)
This means that the generators J± are lowering/raising with re-
spect to the diagonal operator J0, while N is a central generator 
commuting with all the others. The above set of commutators de-
scribes a polynomial deformation of the Lie algebra sl(2, R). The 
finite dimensional representation space for these operators in the 
space spanned by the basis | J , M〉, M = − J , ..., J is defined by 
[27]:

J0| J , M〉 = (M + c) | J , M〉 (2.7)

J±| J , M〉 = [( J ∓ M) ( J ± M + 1) (12c + 4M ± 2)]
1
2

× | J , M ± 1〉 , (2.8)

where the parameter c is a real number, J is half integer and the 
dimension of this space is 2 J + 1. From the commutator J+ and 
J− and the constraint for finite dimensional space, we have the 
following relation for c:

c2 = − J ( J + 1)

3
+ 1

12

(
n2

3
+ n

)
, (2.9)

where n = n1 +2n2 is the positive integer value of the generator N . 
For the reality of c in (2.9), we have:

J � −1

2
+ 1

2

(
n2

3
+ n

) 1
2

. (2.10)

The eigenvalue equation of Hamiltonian (2.1) for a state |ψk〉 =∑ J
M=− J C K

M | J , M〉 in an invariant subspace will be

n ω Ck
M + g Ck

M−1 [( J + M) ( J − M + 1) (12c + 4M − 2)]
1
2 (2.11)

+ g Ck
M+1 [( J − M) ( J + M + 1) (12c + 4M + 2)]

1
2 = Ek Ck

M .

In matrix notation, the above relation can be written as

AC = 0, (2.12)

i.e., the product of a tridiagonal symmetric matrix denoted A of 
dimensions n̂ × n̂ by a column matrix C of the coefficients C K

M . 
The elements of main diagonal are nω − E K and the elements of 
the other two diagonals are the coefficients of C K

M±1 which will be 
called ai , i = 1, . . . , ̂n − 1. Hence, the eigenvalues E K will be found 
from the determinant of this tridiagonal matrix.

We can face this problem under different points of view. One 
of them is that used in Ref. [28]. In this paper, this type of matrix 
is decomposed to two matrices. One of them is a lower triangular 
matrix where all elements of the main diagonal are equal to 1 
and the other one is an upper triangular matrix. The determinant 
of tridiagonal matrix will be product of the determinant of these 
matrices which gives the product of the elements of main diagonal 
of the second one. In this way, we have the following relation for 
the determinant of A:

det(A) = (−λ)

(
−λ − a2

1

−λ

)⎛
⎝−λ − a2

2

−λ − a2
1−λ

⎞
⎠ . . .

⎛
⎜⎜⎜⎜⎝−λ − a2

n̂

−λ − a2
n̂−1
...

−λ− a2
1−λ

⎞
⎟⎟⎟⎟⎠ (2.13)

where −λ = nω − E K . We can also write this relation as follows,
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det(A) = (−λ)
(
δ − γ1

δ

)(
δ − γ2

δ − γ1
δ

)
. . .

⎛
⎜⎜⎜⎝δ − γn̂

δ − γn̂−1
...

δ− γ 2
1
δ

⎞
⎟⎟⎟⎠
(2.14)

with δ = −λ and γi = a2
i . Next, we can see the recurrence relation 

for the determinant by using the following definition:

d0 = 1, (2.15)

d1 = δ,

d2 = δ d1 − γ1,

d3 = δ d2 − γ2 d1,

d4 = δ d3 − γ3 d2,

... = ...

dn̂ = δ dn̂−1 − γn̂−1 dn̂−2 .

In this way, the det(A) will be

det(A) = d1 ×
(

d2

d1

)
×

(
d3

d2

)
×

(
d4

d3

)
× · · · ×

(
dñ−1

dn̂−2

)

×
(

dn̂

dn̂−1

)
, (2.16)

then, the condition det(A) = 0 can be expressed as

dn̂ = δ dn̂−1 − γn̂−1 dn̂−2 = 0 . (2.17)

By means of Eq. (2.17), we can discuss the eigenvalues of the 
system. The above recurrence relation for Hamiltonian (2.1) was 
obtained in [18] but there it was assumed that the form of eigen-
values of this system as E = ωN + gλ with the unknown parameter 
λ and then it was found the recurrence relation for λ. In our ap-
proach, all elements in (2.17) are known and they are related to 
parameters of the system.

2.1. The finite dimensional subspace Wn

In order to discuss about the eigenvalues of this system, we 
have to characterize the eigenspace Wn of H0 with eigenvalue n. 
For this aim, we change our basis from | J , M〉 to the basis of two-
mode Fock space |n1, n2〉 with two constrains n = n1 + 2 n2 and 
M + c = n1 − n2

3
. The subspaces Wn have the two following fea-

tures:
– The subspaces Wn are finite–dimensional i.e., for each N = n

photon number, a basis will be formed by the following 
[ n

2

] + 1
vectors,

|n,0〉, |n − 2,1〉, |n − 4,2〉, · · · , |n − 2
[n

2

]
,
[n

2

]
〉. (2.18)

So, the dimension of this subspace for the odd and even values 
n = 2k and n = 2k + 1 is equal to n̂ = k + 1.

– The subspaces Wn are invariant under H and its restriction 
to these invariant subspaces result in the finite dimensional matrix 
representation for H denoted as Hn . In this way, a portion of the 
spectrum of H can be obtained by diagonalizing the matrix Hn . 
According to the definition in [29] we can use the term “quasi-
exactly solvable” for the second harmonic generation system.
Now we have two situations for this system:

a) Even dimension n̂ = 2k̃, k̃ ∈N .
In this case, the determinant dn̂ has the general form

d2k̃ = δ2k̃ + b1δ
2k̃−2 + b2δ

2k̃−4 + · · · + bnδ
2 + b0 = 0

=⇒ δ = ±√
ξi , (2.19)

where ξi is a combination of bi ’s i = (1, 2, ..., n) and bi ’s are 
used for different combination of ai ’s. When the dimension of 
the system is even, the behavior of the eigenvalues will take 
the form E = E0 ± √

ξi . Also, let us mention that when the 
number of photons n is 18 this means that the degree of the 
polynomial equation (2.19) in terms of δ2 is 5. Based on Abel-
Ruffini theorem, we can not find radical expressions for the 
roots of any polynomial equation with degree more than five 
[30], hence for n ≥ 18 we may not have algebraic solutions.

b) Odd dimension n̂ = 2k̃ + 1, k̃ ∈N .
In this case dn̂ will have the form

d2k̃+1 = δ2k̃+1 + b1δ
2k̃−1 + b2δ

2k̃−3 + · · · + bnδ = 0

=⇒ δ = 0, δ = ±√
ξi . (2.20)

So, when the dimension of the system is odd, it is seen that 
one of the roots for equation (2.20) will be zero δ = 0, and its 
corresponding eigenvalue will be Ek = E0 = nω.

As an example, we can see this behavior in two cases n = 2 and 
n = 4.

1) n = 2
The two-dimensional Fock subspace W2 has the basis {|2, 0〉,
|0, 1〉}. The Hamiltonian restricted to this subspace in this ba-
sis has the matrix form

H2 =
(

2ω g
√

2
g
√

2 2ω

)
. (2.21)

The eigenvalue equation will be

(2ω − Ek)
2 − 2g2 = 0, (2.22)

whose eigenvalues Ek are

Ek = 2ω ± √
2g. (2.23)

2) n = 4
The subspace W4 is generated by the vectors |4, 0〉, |2, 1〉,
|0, 2〉. The matrix representation in this subspace will be

H4 =
⎛
⎝ 4ω 2g

√
3 0

2g
√

3 4ω 2g
0 2g 4ω

⎞
⎠ . (2.24)

From the following eigenvalue equation

(4ω − Ek)
3 − 16g2 (4ω − Ek) = 0 . (2.25)

The eigenvalues from this equation will be E1 = 4ω+ 4g, E2 =
4ω − 4g, E3 = 4ω. As we can see, one of the eigenvalues (E3) 
is in the form nω.

3. The associated Schrödinger equations

3.1. Differential realizations of the second harmonic generation model

The Hamiltonian (2.1) in the Bargmann-Fock representation by 
using following expression of creation and annihilation operators
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a1 = ∂z1 , a+
1 = z1, a2 = ∂z2 , a+

2 = z2, (3.1)

adopts the differential form

H S HG = g z2 ∂2
z1

+ g z2
1 ∂z2 + 2 z2 ∂z2 + z1 ∂z1 , ω = 1 . (3.2)

As we mentioned in the previous section, this system has a set of 
two independent and commuting symmetry operators, including 
the Hamiltonian H S HG ,

{ H S HG , H0 = ω(N1 + 2N2) }. (3.3)

The symmetry H0 will be a first order differential operator in the 
Bargmann-Fock representation

H0 = z1 ∂z1 + 2z2 ∂z2 , ω = 1 . (3.4)

In this realization, the Fock states are represented by the monomi-
als

|n1,n2〉 = (z1)
n1(z2)

n2

(n1!n2!)1/2
. (3.5)

The subspace Wn will be generated by the above monomials such 
that n1 +2n2 = n = E0 (we suppose ω = 1). The symmetry operator 
H0 will help us to make a transformation from variables (z1, z2)

to (s, t) so that the Hamiltonian H can be made separable. We 
can find this transformation by imposing that H0 depends only on 
one variable. After straightforward calculations, we arrive at the 
following (non unique) simple solution:

s = z2, t = z2
1

z2
. (3.6)

We can express the partial derivatives ∂
∂z1

and ∂
∂z2

in terms of new 
variables as follows,

∂

∂z1
= 2

√
t

s

∂

∂t
, (3.7)

∂

∂z2
= ∂

∂s
− t

s

∂

∂t
. (3.8)

The Hamiltonians H S HG and H0 in the new variables will have the 
following expression

H S HG = 4gt
∂2

∂t2
+ g(2 − t2)

∂

∂t
+ gts

∂

∂s
+ 2s

∂

∂s
, (3.9)

H0 = 2s
∂

∂s
. (3.10)

The simultaneous eigenfunctions for H S HG and H0 represented as 
	(s, t) satisfy,

H S HG	(s, t) = E	(s, t)

H0	(s, t) = E0	(s, t) =⇒ 	(s, t) = s
E0
2 ψ(t) ,

(3.11)

where E0 = n is determined by the eigenspace Wn of H0 in which 
we are restricting the Hamiltonian H . Replacing this separated 
eigenfunctions in the eigenvalue equation for H S HG in (3.9), we 
get a second-order reduced differential equation for ψ(t):

4gt
d2ψ

dt2
+ g(2 − t2)

dψ

dt
+ (E0 − E + gt E0

2
)ψ = 0 . (3.12)

This equation can be related to the bi-confluent Heun equation 
(BHE) because it has two singularities, at the origin and at the 
infinity, the first one being regular and the second one irregular 
[31]. The standard bi-confluent Heun equation has the following 
form
x

(
d2 y

dx2

)
+

(
1 + α + β x − 2x2

)(
dy

dx

)

+
(

−δ + (1 + α)β

2
+ (γ − α − 2) x

)
y = 0. (3.13)

In order to get this form we make a new change of variable t =
mρ , so we can rewrite the eigenvalue equation (3.12) as follows

ρ

(
d2ψ

dρ2

)
+

(
1

2
− m2ρ2

4

)(
dψ

dρ

)

+
(

(E0 − E)m

4g
+ E0m2ρ

8

)
ψ(ρ) = 0. (3.14)

Then, if we choose m2 = 8 we will have that (3.14) becomes:

ρ
d2ψ

dρ2
+ (

1

2
− 2ρ2)

dψ

dρ
+

(
m(E0 − E)

4g
+ E0ρ

)
ψ = 0, (3.15)

which is exactly in the form of (3.13) with the following identifi-
cation of parameters:

α = −1

2
, β = 0, γ = E0 + 3

2
, δ = −m(E − E0)

2g
. (3.16)

If we apply power series (Frobenius) method to Eq. (3.15) with 

ψ(ρ) in the form 
∞∑

i=0

b̃i(ρ)i+κ , we will find two sets of solutions 

for κ = 0 and κ = 1/2 in following form:

ψ(ρ) =
∞∑

i=0

b̃iρ
i for κ = 0, (3.17)

ψ(ρ) =
∞∑

i=0

b̃iρ
i+1/2 for κ = 1/2. (3.18)

Then, the wavefunctions 	 in the old variables z1, z2 will be

	(z1, z2) =
∞∑

i=0

b̃i (z1)
2i (z2)

E0
2 −i for κ = 0 , (3.19)

	(z1, z2) =
∞∑

i=0

b̃i (z1)
2i+1 (z2)

E0
2 −i− 1

2 for κ = 1/2 . (3.20)

From equation (3.5), we can see that the power of z2 has to be 
integer. So we consider E0 = 2k in (3.19) and E0 = 2k + 1 in (3.20). 
Then we have the following relation

	(z1, z2) =
∞∑

i=0

b̃i (z1)
2i (z2)

k−i for E0 = 2k , (3.21)

	(z1, z2) =
∞∑

i=0

b̃i (z1)
2i+1 (z2)

k−i for E0 = 2k + 1 . (3.22)

As we see, the function 	(z1, z2) will have a singularity for i >
k in both cases. Then, in order 	(z1, z2) to be an analytical and 
polynomial solution, the power of z2 must be greater or equal than 
zero and the upper bound in (3.21) and (3.22) power series has to 
be k. If we write 	(z1, z2) in new variables (s, ρ), the function 
	(s, ρ) will be

	(s,ρ) = (s)k
k∑

i=0

b̃im
iρ i, E0 = 2k , (3.23)

	(s,ρ) = (s)k+ 1
2

k∑
i=0

b̃im
i+ 1

2 ρ i+1/2, E0 = 2k + 1 , (3.24)
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with

ψ(ρ) =
k∑

i=0

b̃i(mρ)i, E0 = 2k , (3.25)

ψ(ρ) =
k∑

i=0

b̃i(mρ)i+ 1
2 , E0 = 2k + 1 . (3.26)

3.2. QES Schrödinger potentials

Every second-order second order equation of the form (3.15)
can be transformed into a Schrödinger equation by means of a 
suitable change of variables and a gauge transformation [29]. We 
consider the case m = 2

√
2 (we will discuss the other sign later) 

and use the similarity transformation and the change of variables 
given by

ψ(ρ) = exp [−W (x)] χ(x), x = x(ρ). (3.27)

Then, if the function W (x) and the variable x(ρ) satisfy the fol-
lowing equation:

ẍ − 2 (ẋ)2 dW

dx
+ ẋ

(
1

2ρ
− 2ρ

)
= 0, (3.28)

the function χ(ρ) will satisfy an Schrödinger equation (without 
the first order derivative) of the form

−χ ′′ + V (x)χ = λχ, (3.29)

where ẋ = dx

dρ
and the expression for the potential will be

V (x) = ẍ

ẋ2

dW

dx
−

(
dW

dx

)2

+ d2W

dx2
+ 1

ẋ

dW

dx

[
1

2ρ
− 2ρ

]

− a0 + ρ E0

ρ ẋ2
, (3.30)

where a0 is

a0 =
√

2(E0 − E)

2g
. (3.31)

We can find different forms for the function W (x) and the poten-
tial V (x) based on the new variable x(ρ). A simple choice of this 
function is just a power x(ρ) = ρb , with b ∈ R+ . In this case we 
get the following expressions for V (x) and χ(x):

Vb(x) =
(

−1

4
+ 1

16 b2

)
x−2 −

(a0

b2

)
(x)−2+ 1

b

−
(

3 + 2E0

2b2

)
(x)−2+ 2

b + 1

b2 (x)−2+ 4
b , (3.32)

χb(x) = x−(1−2b)/(4b) exp

[
− x

2
b

2

]
ψ(ρ(x)). (3.33)

The wavefunction χ in (3.33) will be physical square integrable for 

b � 1

2
, assuming that ψ(ρ) is a polynomial. We can get different 

realizations of this potential for the following values of b: 1/2, 1, 
and 2. In this way we obtain some simplified expressions by the 
vanishing of one of the powers of x in (3.32).

1) b = 1/2.
For this value of b, the potential and wavefunction respectively 
will be
V 1/2(x) = 4x6 − x2(6 + 4E0) − 4a0, (3.34)

χ 1
2
(x) = exp

[
− x4

2

]
ψ(ρ(x)). (3.35)

According to the definition of a0 in (3.31), we can replace

a0 =
√

2E0

2g
−

√
2

2g
E, (3.36)

and redefine

Ṽ 1/2(x) = 4x6 − x2(6 + 4E0) − 2
√

2E0

g
. (3.37)

Then, the resulting Schrödinger equation is:

−χ ′′
1/2(x) + Ṽ 1/2(x)χ1/2(x) = −2

√
2

g
Eχ1/2(x). (3.38)

Therefore in this case we have a sextic potential depend-
ing on the parameter E0 of the finite dimensional eigenspace 
while the energy λ for χ1/2(x) correspond to the values of 
(−2

√
2 E)/g in this eigenspace. The potential Ṽ 1/2(x) depends 

on x2 and wave function χ1/2(x) depends also on polynomi-
als in x2. This means that this potential is symmetric in x
and the even and odd solutions can be obtained from (3.35)
with (3.25) and (3.26) respectively for even and odd number 
of photons.

2) b = 1.
In this case the potential function is

V 1(x) = −3

2
− 3

16x2
+ x2 − a0

x
− E0 . (3.39)

We can discuss about this potential in two cases a0 = 0 and 
a0 �= 0.
When the dimension of the eigenspace is odd, then according 
to the odd case we mentioned in Section 2.1, the parameter a0

will be zero for one of the eigenvalues (Ek = E0). So we can 
consider the potential Ṽ 1(x) for this case as an oscillator po-
tential, plus a centrifugal term, with energy E0. The potential 
Ṽ 1(x) is

Ṽ 1(x) = −3

2
− 3

16x2
+ x2. (3.40)

In other cases (a0 �= 0), there will coexist an oscillator and cen-
trifugal plus a Coulomb potential. This potential as

˜̃V 1(x) = −3

2
− 3

16x2
+ x2 − a0

x
, (3.41)

can be obtained from a system of two interacting electrons in 
an external harmonic potential. Examples of this kind of sys-
tem are given as quantum dots, and it is mentioned in many 
references, see for example [32–34].
The energy λ of the Schrödinger equation for both cases is E0

and the corresponding wavefunction χ1(x) is

χ1(x) = x
1
4 exp

[
− x2

2

]
ψ(ρ(x)) . (3.42)

3) b = 2.
In this case, the potential is

V 2(x) = 1

4
− 15

64x2
− a0

4x3/2
+ −3 − 2E0

8x
. (3.43)

In this case, the potential includes as intrinsic parameters both 
a0 and E0, which can not take the role of a non-vanishing en-
ergy, thus the energy of the corresponding Schrödinger equa-
tion is zero:
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Fig. 1. The potential Ṽ 1/2(x) (solid line) and probability density function |χp(x)|2 (dashed line) for n = 2 in cases t = 2
√

2ρ placed at the energy levels (dotted lines) 
ε± = −2

√
2(2 ± √

2) (left) and t = −2
√

2ρ placed at the energy levels (dotted lines) ε± = 2
√

2(2 ± √
2) (right).
−χ ′′
2 (x) + V 2(x)χ2(x) = 0. (3.44)

The wavefunction χ2(x) has the expression

χ2(x) = x
3
8 exp

[
− x

2

]
ψ(ρ(x)). (3.45)

If we replace ρ by −ρ in (3.15), we will have the same differential 
equation but for a negative value m = −2

√
2. Hence we encounter 

another set of potentials in which the relation between x and ρ
are in the form x = (−ρ)b rather than x = (ρ)b .

4. Two examples: the sextic and the quantum dot potentials

As we have seen in the last section, potentials Ṽ 1(x), ˜̃V 1(x) and 
Ṽ 1/2(x) represent well known physical system. In this section, we 
concentrate on the illustration of these potentials and correspond-
ing probability density functions for (i) two-dimensional (W2) and 
(ii) three-dimensional (W3) subspaces. The examples of these two 
subspaces were discussed in Section 2. The potentials ˜̃V 1(x) for 
n = 2 and Ṽ 1/2(x) for n = 2 and n = 3 are considered in two-
dimensional subspace. In three-dimensional subspace, the poten-

tials ˜̃V 1(x) and Ṽ 1(x) are illustrated for n = 4 as well the even and 
odd solutions for the potential Ṽ 1/2(x) are shown for n = 4 and 
n = 5 respectively.

4.1. Two-dimensional subspace W2

The bases and matrix representation for two-dimensional sub-
space of n = 2 was obtained as an example in Section 2. If we 
choose ω = 1 and g = 1 for simplicity, the eigenvalues and eigen-
functions corresponding to the two by two matrix Hamiltonian are

|ψp〉 = γp,1|2,0〉 + γp,2|0,1〉, p = 1,2, (4.1)

with

p E p γp,1 γp,2

1 2 + √
2 1/

√
2 1/

√
2

2 2 − √
2 1/

√
2 −1/

√
2

We can write the eigenfunctions (4.1) in terms of the variables 
ρ, s (see (3.25)) as follows:

	p(ρ, s) = s
(
γp,2 + 2γp,1ρ

) = s ψ(ρ). (4.2)

The wavefunctions are

χp(x) = eW (x) (γp,2 + 2γp,1ρ
)

. (4.3)
When we choose b = 1/2, that is x = √
ρ , we have the Schrödinger 

equation with potential Ṽ 1/2(x) as (3.37) with the energy ε± =
−2

√
2(2 ± √

2). The potential Ṽ 1/2(x) and the probability density 
function |χp(x)|2 are depicted in Fig. 1 (left). The corresponding 
potential and density |χp(x)|2 are shown for the case t = −2

√
2ρ

with the energy ε± = 2
√

2(2 ± √
2) in Fig. 1 (right), in this case 

the new potential is the same as before except for the addition of a 
constant (see Fig. 1 (right)). As we can see, the potential Ṽ 1/2(x) is 
symmetric in x and the solutions here obtained are even solutions.

If we want to show the odd solutions for the potential Ṽ 1/2(x), 
we have to find the wavefunctions for n = 3. The bases of two-
dimensional subspace are {|3, 0〉, |1, 1〉} for this case. The corre-
sponding two by two Hamiltonian in this subspace has the follow-
ing eigenfunctions and eigenvalues

|ψp〉 = γp,1|3,0〉 + γp,2|1,1〉, p = 1,2, (4.4)

with

p E p γp,1 γp,2

1 3 + √
6 1/

√
2 1/

√
2

2 3 − √
6 1/

√
2 −1/

√
2

The eigenfunctions (4.4) can be written as a function with vari-
ables ρ , s (see (3.26)) as follows:

	p(ρ, s) = s
3
2

(
γp,2 ρ

1
2 + 2√

3
γp,1 ρ

3
2

)
= s ψ(ρ). (4.5)

The wavefunctions are

χp(x) = eW (x)
(
γp,2 x + 2√

3
γp,1 x3

)
. (4.6)

The Ṽ 1/2(x) and corresponding probability density functions
|χp(x)|2 are depicted in Fig. 2 for t = ±2

√
2ρ with correspond-

ing energies.
For another case b = 1, that is, x(ρ) = ρ , we face poten-

tial ˜̃V 1(x). The corresponding potential and the probability den-
sity function |χp(x)|2 are shown for t = −2

√
2ρ in Fig. 3 and 

t = −2
√

2ρ in Fig. 4. In this case the potentials for different signs 
are simply interchanged.

4.2. Three-dimensional subspace W3

For n = 4, we encounter a three dimensional subspace as we 
mentioned in Section 2.1 where the Hamiltonian has a 3 × 3 ma-
trix representation. The eigenvalues and eigenfunctions in this sub-
space are
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Fig. 2. The potential Ṽ 1/2(x) (solid line) and probability density function |χp(x)|2 (dashed line) for n = 3 in cases t = 2
√

2ρ placed at the energy levels (dotted lines) 
ε± = −2

√
2(2 ± √

2) (left) and t = −2
√

2ρ placed at the energy levels (dotted lines) ε± = 2
√

2(2 ± √
2) (right).

Fig. 3. The potential ˜̃V 1(x) (solid line) and probability density function |χp(x)|2 (dashed line) for E1 = 2 + √
2 (left) and E2 = 2 − √

2 (right) at the energy level ε = 2.

Fig. 4. The plots for case t = −2
√

2ρ of the potential ˜̃V 1(x) (solid line) and probability density function |χp(x)|2 (dashed line) for E1 = 2 + √
2 (left) and E2 = 2 − √

2 (right) 
at the energy level ε = 2.
|ψp〉 = γp,1|4,0〉 + γp,2|2,1〉 + γp,3|0,2〉, p = 1,2,3, (4.7)

with

p E p γp,1 γp,2 γp,3

1 8
√

3/(2
√

2) 1/
√

2 1/(2
√

2)

2 0 −√
3/(2

√
2) 1/

√
2 −1/(2

√
2)

3 4 1/2 0 −√
3/2

We can write these eigenfunctions in terms of the variables ρ, s as 
follows:

	p(ρ, s) = s2

(
1√
2
γp,3 + 2γp,2 ρ + 2

√
6

3
γp,1 ρ2

)
. (4.8)

The wavefunctions are
χp(x) = eW (x)

(
1√
2
γp,3 + 2γp,2 ρ + 2

√
6

3
γp,1 ρ2

)
. (4.9)

When we choose b = 1, that is, x(ρ) = ρ , we find the potential 
Ṽ 1(x) and ˜̃V 1(x). The Schrödinger equation for both of these po-
tentials has energy E0. These potentials and the probability density 
functions |χp(x)|2 are shown in Fig. 5.

On the other hand, when we choose b = 1/2, that is x = √
ρ , 

we have Schrödinger equation with potential Ṽ 1
2
(x) as shown in 

(3.37) with the energy εp = −2
√

2(E p). The potential Ṽ 1
2
(x) and 

the probability density function |χp(x)|2 can be seen in Fig. 6 (left). 
The same comments on the even eigenvalues and eigenfunctions 
apply in this example as in the previous n = 2 and b = 1/2 case.
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Fig. 5. The potentials (solid line) Ṽ 1(x) for E1 = 8 (left), E2 = 0 (center), ˜̃V 1(x) for E3 = 4 (right) and probability density functions |χp(x)|2 (dashed lines) at the energy level 
ε = 4 (dotted line).

Fig. 6. The potential Ṽ 1/2(x) (solid line) and probability density functions |χp(x)|2 (dashed lines) placed at the energy levels εp = −2
√

2E p (dotted lines) for n = 4 (left) and 
n = 5 (right).
The wavefunctions for n = 5 show the odd solutions for the po-
tential Ṽ 1

2
(x) in this three-dimensional subspace. The eigenvalues 

and eigenfunctions in this subspace are

|ψp〉 = γp,1|5,0〉 + γp,2|3,1〉 + γp,3|1,2〉, p = 1,2,3, (4.10)

with

p E p γp,1 γp,2 γp,3

1 5 + 4
√

2
√

5/4 1/
√

2
√

3/4

2 5 − 4
√

2 −√
5/4 1/

√
2 −√

3/4

3 5
√

3/
√

8 0 −√
5/

√
8

After writing these eigenfunctions in terms of variables (ρ, s), the 
wavefunctions will be in the following form:

χp(x) = eW (x)

(
1√
2

γp,3 x + 2√
3

γp,2 x3 + 2
√

2√
15

γp,1 x5

)
.

(4.11)

In Fig. 6, the potential Ṽ 1/2(x) and probability density functions 
|χp(x)|2 are illustrated for n = 4 and n = 5.

5. Conclusions

In this work, in a first step we have studied the algebraic struc-
ture underlying the second harmonic generation Hamiltonian and 
later, as an application, we have developed some interesting differ-
ential realizations based on its symmetries. We began by writing 
the Hamiltonian of this system based on rising J+ and lowering 
J− the operators of the polynomial deformations of the Lie alge-
bra sl(2, R), using the finite dimensional space, with basis vectors 
| J , M〉, to calculate eigenvalue equation. Then we found a recur-
rence relation for the determinant of the matrix representation of 
the characteristic equation.
In deriving our results, we showed that we can predict the 
behavior of eigenvalues for the large number of photons. When 
the dimension of the subspace is even, the eigenvalues are in the 
form E0 ± g

√
ξi . Also one of the eigenvalues will be zero for odd-

dimensional subspace. On the other hand, we found that there is 
no radical expression for n � 18 which was obtained in [18].

The natural differential realization of the SHG Hamiltonian 
is obtained by means of the Bargmann-Fock representation. The 
change of variables to the new set of variables by using symme-
try enables us to find the bi-confluent Heun equation as differen-
tial form of this system. The transformation between bi-confluent 
Heun equation and Schrödinger equation has been considered in 
many Refs. [35–39]. We made the map from this second-order dif-
ferential equation to Schrödinger equation by a change of variable 
in the form x = ρb and we have different set of quasi-exactly solv-
able potentials for different values of b.

As examples, we provided some explicit expressions for poten-
tial and wavefunctions for two values of b = 1 and b = 1/2 in two 
and three dimensional subspaces. We consider Ṽ 1(x) and ˜̃V 1(x), 
Ṽ 1/2(x) for n = 2, 3 and n = 4, 5 which have two and three dimen-
sional subspace respectively. The potential Ṽ 1/2(x) is a sextic po-
tential which was obtained for this optical system in Refs. [27,40], 
while the other potential ˜̃V 1(x) is used to describe quantum dots. 
In two dimensional subspace, we have only one sextic potential 
for two different eigenfunctions for b = 1/2. We have found even 
eigenfunctions that correspond to ground state and second excited 
state for n = 2 in Fig. 1 and odd solutions that correspond to first 
and third excited state for n = 3 in Fig. 2. On the other hand, for 
b = 1, we have one potential ˜̃V 1(x) for each eigenfunctions. These 
eigenfunctions correspond to ground and first excited state which 
both of them have energy ε = 2.

In second case, n = 4, we have similar considerations. For b =
1/2, one sextic potential corresponds to three eigenfunctions with 
negative energies. For n = 4, we have seen even eigenfunctions 
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correspond to ground, second and fourth excited states and odd 
eigenfunctions correspond to first, third and fifth excited states for 
n = 5 in Fig. 6. For b = 1, we have one potential for each of three 
eigenfunctions. These eigenfunctions correspond to ground, first 
and second excited states which all of them have energy ε = 4.

As a brief summary, we found a family of quasi-exactly solvable 
potentials, labeled by the parameter b, which are related to the 
second harmonic generation. The two special values b = 1 and b =
1/2 have been considered in detail. For b = 1/2 we have found 
one potential with the first n even eigenvalues. In the case b = 1
for each n ∈ N , we have found one eigenfunction (starting from 
the first up to the n-th) of n different potentials.
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[8] M. Kozierowski, R. Tanaś, Quantum fluctuations in second-harmonic light gen-
eration, Opt. Commun. 21 (1977) 229.

[9] P. Drummond, K. McNeil, D. Walls, Bistability and photon antibunching in 
sub/second harmonic generation, Opt. Commun. 28 (1979) 255.

[10] L. Mandel, Squeezing and photon antibunching in harmonic generation, Opt. 
Commun. 42 (1982) 437.

[11] M. Hillery, Squeezing of the square of the field amplitude in second harmonic 
generation, Opt. Commun. 62 (1987) 135.

[12] G. Drobný, I. Jex, Quantum properties of field modes in trilinear optical pro-
cesses, Phys. Rev. A 46 (1992) 499.

[13] M. Kozierowski, S.M. Chumakov, Photon statistics in spontaneous emission for 
the Dicke model in a lossless cavity and the generation of the Fock state, Phys. 
Rev. A 52 (1995) 4194.
[14] E. Marcellina, J. Corney, M. Olsen, Improved quantum correlations in second 
harmonic generation with a squeezed pump, Opt. Commun. 309 (2013) 9.

[15] J. Shu, Spin-squeezing entanglement of second-harmonic generation, Int. J. 
Theor. Phys. 55 (2016) 4292.

[16] G. Alvarez, R.F. Alvarez-Estrada, Semiclassical analysis of a quasi-exactly solv-
able system: second harmonic generation, J. Phys. A, Math. Gen. 28 (1995) 
5767.

[17] R. Alvarez-Estrada, A.G. Nicola, L. Sánchez-Soto, A. Luis, A quasiclassical analysis 
of second-harmonic generation, J. Phys. A, Math. Gen. 28 (1995) 3439.

[18] Y. Wu, X.-X. Yang, Spectrum and eigenstates for a model describing optical 
second harmonic generation, J. Opt. B, Quantum Semiclass. Opt. 5 (2003) 414.

[19] P.W. Higgs, Dynamical symmetries in a spherical geometry. I, J. Phys. A, Math. 
Gen. 12 (1979) 309.

[20] E.K. Sklyanin, Some algebraic structures connected with the Yang–Baxter equa-
tion, Funct. Anal. Appl. 16 (1982) 263.

[21] V. Karassiov, New lie-algebraic structures in nonlinear problems of quantum 
optics and laser physics, J. Sov. Laser Res. 13 (1992) 188.

[22] V.P. Karassiov, A.B. Klimov, An algebraic approach to solving evolution problems 
in some nonlinear quantum models, Phys. Lett. A 189 (1994) 43.

[23] A. Klimov, J. Romero, J. Delgado, L. Sánchez-Soto, Master equations for effective 
Hamiltonians, J. Opt. B, Quantum Semiclass. Opt. 5 (2002) 34.

[24] V. Karassiov, A. Gusev, S. Vinitsky, Polynomial Lie algebra methods in solving 
the second-harmonic generation model: some exact and approximate calcula-
tions, Phys. Lett. A 295 (2002) 247.

[25] W. Miller Jr, S. Post, P. Winternitz, Classical and quantum superintegrability 
with applications, J. Phys. A, Math. Theor. 46 (2013) 423001.

[26] G. Álvarez, F. Finkel, A. González-López, M. Rodríguez, Quasi-exactly solvable 
models in nonlinear optics, J. Phys. A, Math. Gen. 35 (2002) 8705.

[27] N. Debergh, The relation between polynomial deformations of sl(2, R) and 
quasi-exact solvability, J. Phys. A, Math. Gen. 33 (2000) 7109.

[28] F. Caruso, J. Martins, V. Oguri, Solving a two-electron quantum dot model in 
terms of polynomial solutions of a biconfluent Heun equation, Ann. Phys. 347 
(2014) 130.

[29] D. Gómez-Ullate, N. Kamran, R. Milson, Quasi-exact solvability and the direct 
approach to invariant subspaces, J. Phys. A, Math. Gen. 38 (2005) 2005.

[30] J.P. Tignol, Galois’ Theory of Algebraic Equations, World Scientific Publishing 
Company, 2015.

[31] A. Ronveaux (Ed.), Heun’s Differential Equations, Oxford University Press, Ox-
ford, 1995.

[32] S.M. Reimann, M. Manninen, Electronic structure of quantum dots, Rev. Mod. 
Phys. 74 (2002) 1283.

[33] M. Taut, H. Eschrig, Exact solutions for a two-electron quantum dot model in 
a magnetic field and application to more complex systems, Z. Phys. Chem. 224 
(2010) 631.

[34] J.S. Ardenghi, M. Gadella, J. Negro, Approximate solutions to the quantum prob-
lem of two opposite charges in a constant magnetic field, Phys. Lett. A 380 
(2016) 1817.

[35] A. Ishkhanyan, Exact solution of the Schrödinger equation for the inverse 
square root potential V 0/

√
x, Europhys. Lett. 112 (2015) 10006.

[36] A. Ishkhanyan, A singular Lambert-W Schrödinger potential exactly solvable in 
terms of the confluent hypergeometric functions, Mod. Phys. Lett. A 31 (2016) 
1650177.

[37] T. Ishkhanyan, A. Ishkhanyan, Solutions of the bi-confluent Heun equation in 
terms of the Hermite functions, Ann. Phys. 383 (2017) 79.

[38] H. Sobhani, A. Ikot, H. Hassanabadi, Analytical solution of Bohr Hamiltonian 
and extended form of sextic potential using bi-confluent Heun functions, Eur. 
Phys. J. Plus 132 (2017) 240.

[39] H. Sobhani, H. Hassanabadi, W.S. Chung, Investigation of Bohr Hamiltonian in 
presence of Killingbeck potential using bi-confluent Heun functions, Nucl. Phys. 
A 973 (2018) 33.

[40] Y.-H. Lee, W.-L. Yang, Y.-Z. Zhang, Polynomial algebras and exact solutions of 
general quantum nonlinear optical models I: two-mode boson systems, J. Phys. 
A, Math. Theor. 43 (2010) 185204.

http://refhub.elsevier.com/S0375-9601(19)31000-X/bib74726167657232303132737072696E676572s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib74726167657232303132737072696E676572s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265764C6574742E372E313138s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265764C6574742E372E313138s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3132372E31393138s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3132372E31393138s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib77616C6C73313937317175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib77616C6C73313937317175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3132342E31363436s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3132342E31363436s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3136302E31303736s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib506879735265762E3136302E31303736s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib7475636B6572313936397175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib7475636B6572313936397175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6F7A6965726F77736B69313937377175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6F7A6965726F77736B69313937377175616E74756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6472756D6D6F6E6431393739626973746162696C697479s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6472756D6D6F6E6431393739626973746162696C697479s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D616E64656C3139383273717565657A696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D616E64656C3139383273717565657A696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib68696C6C6572793139383773717565657A696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib68696C6C6572793139383773717565657A696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib50687973526576412E34362E343939s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib50687973526576412E34362E343939s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib50687973526576412E35322E34313934s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib50687973526576412E35322E34313934s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib50687973526576412E35322E34313934s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D617263656C6C696E6132303133696D70726F766564s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D617263656C6C696E6132303133696D70726F766564s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736875323031367370696Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736875323031367370696Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A3139393573656D69636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A3139393573656D69636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A3139393573656D69636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A313939357175617369636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A313939357175617369636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib777532303033737065637472756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib777532303033737065637472756Ds1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib68696767733139373964796E616D6963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib68696767733139373964796E616D6963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736B6C79616E696E31393832736F6D65s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736B6C79616E696E31393832736F6D65s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F76313939326E6577s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F76313939326E6577s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F7631393934616C67656272616963s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F7631393934616C67656272616963s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6C696D6F76323030326D6173746572s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6C696D6F76323030326D6173746572s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F7632303032706F6C796E6F6D69616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F7632303032706F6C796E6F6D69616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6B6172617373696F7632303032706F6C796E6F6D69616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D696C6C657232303133636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6D696C6C657232303133636C6173736963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A323030327175617369s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib616C766172657A323030327175617369s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib646562657267683230303072656C6174696F6Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib646562657267683230303072656C6174696F6Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib63617275736F32303134736F6C76696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib63617275736F32303134736F6C76696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib63617275736F32303134736F6C76696E67s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib676F6D657A323030357175617369s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib676F6D657A323030357175617369s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib7469676E6F6C3230313567616C6F6973s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib7469676E6F6C3230313567616C6F6973s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib4865756Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib4865756Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib5265764D6F64506879732E37342E31323833s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib5265764D6F64506879732E37342E31323833s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib74617574323031306578616374s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib74617574323031306578616374s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib74617574323031306578616374s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib617264656E67686932303136617070726F78696D617465s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib617264656E67686932303136617070726F78696D617465s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib617264656E67686932303136617070726F78696D617465s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E323031356578616374s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E323031356578616374s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E3230313673696E67756C6172s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E3230313673696E67756C6172s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E3230313673696E67756C6172s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E32303137736F6C7574696F6E73s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6973686B68616E79616E32303137736F6C7574696F6E73s1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303137616E616C79746963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303137616E616C79746963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303137616E616C79746963616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303138696E7665737469676174696F6Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303138696E7665737469676174696F6Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib736F6268616E6932303138696E7665737469676174696F6Es1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6C656532303130706F6C796E6F6D69616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6C656532303130706F6C796E6F6D69616Cs1
http://refhub.elsevier.com/S0375-9601(19)31000-X/bib6C656532303130706F6C796E6F6D69616Cs1

	Second harmonic Hamiltonian: Algebraic and Schrödinger approaches
	1 Introduction
	2 Algebraic approach
	2.1 The ﬁnite dimensional subspace Wn

	3 The associated Schrödinger equations
	3.1 Differential realizations of the second harmonic generation model
	3.2 QES Schrödinger potentials

	4 Two examples: the sextic and the quantum dot potentials
	4.1 Two-dimensional subspace W2
	4.2 Three-dimensional subspace W3

	5 Conclusions
	Acknowledgements
	References


